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Abstract

This paper presents a set of methods for constructing Naive Bayes classifiers. Our contribution is a Naive
Bayes algorithm for analysing Danish consumer reviews. The classifier can be configured using known
methods for sentiment analysis. These methods are: removing stop words, construction of N-grams, sentence
Level Sentiment, handling of negation words, finding initial probabilities, and weighting certain sentences
higher than others. We also select features using the concepts of salience and entropy, as well as word density.
These methods are used as parameters for the classifiers and can be configured with different thresholds.
We measure the performance of these classifiers using accuracy and G-mean. The configuration with the
highest accuracy has an accuracy of 92.03% and the configuration with the highest G-mean has a G-mean of
0.64033, when applied on a set of Danish consumer reviews. Our results show that sentence based prediction
and entropy discrimination does not perform very well, whereas among the remaining classifiers the ones
with a high word occurrence lower bound had higher G-mean and lower accuracy, and vice versa.

1 Introduction

A great way for companies to increase their sales
and brand value is to understand the needs of
consumers as well as their opinions of products.
Using different kinds of social media, the Internet
allows people to share their opinions of a product
to a widespread audience; This makes it possible
for small groups of individuals to influence the
sales of a product or the brand of a company.
A survey with more than 2000 American adult
participants has shown that more than 60% of
these have used the Internet to research a prod-
uct [1]. Furthermore, a wide range of studies
have shown that consumer reviews can have an
impact on business sales [2, p. 56]. Therefore it
is advantageous for companies to get feedback
from their consumers.

We cooperate with the consultant firm NOR-
RIQ [3] in order to improve business intelligence.
Therefore the scope of this paper is to correctly
predict the sentiment of consumer reviews. An
algorithm that achieves nearly perfect accuracy
has not yet been realized. The reason for this is
that the problem of analyzing an online review
often consists of several sub-problems. For exam-
ple people who write reviews can make syntactic
mistakes; Sentences can contain typos and other

misleading content. Even humans are not always
able to understand the sentiment of a document.
Hence constructing an algorithm that can classify
sentiment perfectly is very challenging. Further-
more there are many open problems to solve in
order to achieve fully correct sentiment analysis
[4]. Some of the problems are handling:

• Sarcasm

• Grammatical errors

• Subjectivity / Objectivity

• Domain specification

• Utility reviews

However due to our correspondence with NOR-
RIQ, we focus on examining if it is possible to
perform sentiment analysis on Danish consumer
reviews with satisfying results.

Many algorithms have been used for trying to
solve some or all of the mentioned sub-problems.
Some of the different approaches used for sen-
timent analysis of the English language use of
Naive Bayes classifiers [5] or Support Vector ma-
chines [6].

Using these approaches on Danish data may
create different complications. We choose to im-
plement a Naive Bayes classifier and analyse it
on Danish consumer reviews.
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Our algorithm focuses on:

• Classification accuracy[7] and geometric
mean (G-mean)[8] rather than worst case
asymptotic time complexity. These are com-
mon types of measurements for classifica-
tion algorithms, and allows us to compare
our results with other algorithms. We do
not find the running time a particularly im-
portant property, as long as it is within a
realistic time span

• Being capable of correctly classifying con-
sumer reviews that are relevant to clients
of NORRIQ. The clients we look at will be
called Retailer1 and Retailer2.

1.1 Contributions

The contribution of this paper is a study of known
methods for sentiment analysis applied to Danish
consumer reviews. We found the configurations
of a Naive Bayes algorithm that yielded the best
accuracy and G-mean. Given the imbalanced
distribution of our data set we showed how we
got high recall in a minority sentiment while still
maximizing G-mean and accuracy.

1.2 Organization

In the following section we describe the research
we draw inspiration from. We present the various
methods already used to increase performance of
a Naive Bayes classifier. In Section 3 we present
the pipeline structure that can be configured in
different ways during experimentation. In Sec-
tion 4 we test which parameters yield the best
outcome. We also present the data set we are
working on. The result of the experiments will
be presented in Section 5. The methodology and
the outcome are discussed in Section 6 and the
validity of the classifier given another data set
is considered. Lastly in Section 7 we conclude
whether the contribution is met based on the
results.

2 Related work

Extensive research has been done in the field of
sentiment analysis. Some of the research done in
classification of sentiments uses a Naive Bayes
classifier with different parameters [2]. Various
extensions of the Naive Bayes algorithm has been

found to impact the achieved accuracy; An exam-
ple of this is shown in the work by Narayanan
et al. [5] where they make use of both negation
handling and N-gram construction to gain an
accuracy of 85%. Inspiration is drawn from their
method for handling negation and constructing
N-grams. We use similar procedures in the algo-
rithm we present in this paper.

Another paper by Pak and Paroubek presents
the concept of salience and entropy to limit the
amount of words to analyse by removing words
that occur equally in each sentiment [7].

Inspiration is also drawn from several papers,
where they use the concept of stop words to fil-
ter out unimportant words that does not carry
sentiment [7][9].

We use the conclusions on learning from im-
balanced data sets made by Li et al. [8] to argue
for the way we handle the imbalance in our data
set.

While many of these papers improve clas-
sification by using individual parameters, only
a few of them make use of a combined set of
parameters. These papers analyze sentiments in
English data where we choose to analyze Danish
data.

3 Naive Bayes for Sentiment Analysis

We approach sentiment analysis using a Naive
Bayes algorithm. This type of algorithm is used
because it has shown promising results in pre-
vious research [5]. Furthermore it is easy to
improve on the Naive Bayes classifier by intro-
ducing different methods [5]. Despite previous
research it has not yet been shown how it works
on Danish consumer reviews.

Presented with a collection of raw data we
use a range of steps to create a classifier capable
of classifying some unknown document. These
steps are important in making the classifier per-
form well.
The major steps in getting to the final result are
feature extraction, training of the Naive Bayes
classifier, and classification. These steps com-
bined make up the pipeline of our algorithm.
This pipeline can have different configurations
and each step of the pipeline can be seen as
a pipeline in itself. The technicalities of these
steps are explained in the sections below and in
Section 5 the results of using the different configu-
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rations are presented. Figure 1 is an illustration of
the pipeline. The different configurations of the
pipeline create different vocabularies and yield
different probabilities for each word.

Figure 1: An illustration of the pipeline

3.1 Feature Extraction

The first part of the pipeline is feature extraction.
Feature extraction is in broad terms concerned
with converting a review into a vector so that it
can be used for training and classification. Be-
cause a Naive Bayes classifier considers a doc-
ument as a bag of words we need a vector that
represents the words. We use a vector of integer
weights where each feature in the vector is how
many times a word appeared a document. This
method is also called term frequency (TF) [10].
This method can be used in different versions
such a normalised version or with inverse docu-
ment frequency, however we are not interested
in the additions these more advanced methods
bring. For example we are not concerned with
bias towards larger documents or with the rarity
of features in documents due to limited resources.

3.1.1 Removing Stop Words

The first part of feature extraction is concerned
with eliminating commonly used words that do
not add additional information about the senti-
ment of a document. These features are called
stop words. These can be words such as "det"
(that). Removing stop words reduces the feature
space which in turn will decrease complexity
and prevent overfitting. It is important to not
remove stop words that can affect the sentiment

in a certain context, this can for example be words
with little or no sentiment that become important
when used in conjunction with other words. The
stop words we use are from Jtools [11], but since
this list is not made for sentiment analysis, we
remove any word we consider to carry sentiment.
The stop words themselves are not interesting,
but rather their influence on accuracy and G-
mean is. The stop words we use can be seen in
Appendix A

3.1.2 Constructing N-grams

Sometimes the sentiment of a combination of
words will be different from the sentiment of
each of the words separately. For example, the
combination "super dårligt" (super bad) is differ-
ent from "super" and "dårligt" separately. "Su-
per" when used on its own is a positive word,
but when put together with the negative word
"dårligt" they form an exaggeration of "dårligt".
This combination of words is called an N-gram
where N is the number of words put together to
form the new feature. We convert the entirety
of our original feature space into N-grams. The
algorithm for constructing N-grams can be seen
in Appendix B. This way of using N-grams in-
creases the amount of features to be examined
in the Naive Bayes Algorithm. We choose to
exclude the original words to limit the feature
space.

3.1.3 Sentence Level Sentiment

Each consumer review can be examined based
on its individual sentences. The polarity of each
sentence can be used in different ways to find an
overall polarity of the review. When considering
sentence level sentiment a document has to be
split into sentences. Usually the document is split
on punctuation and so called split words. There
are different words that make good split words
due to their grammatical properties of binding
sentences that can otherwise be used separately.
Constructing sentences means that we are no
longer considering a review as a bag of words,
but rather a bag of sentences (each of which are
then a bag of words).

3.1.4 Handling Negation

When considering the sentiment of a document
it is important to handle negation of sentiments.
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Negation means that a sentiment is changed
by the use of a negation word; A positive sen-
tence might become negative or vice versa [5].
Therefore we have to consider sentences like "Pro-
duktet er ikke godt" (The product is not good).
The word "godt" (good), has to be considered
as a negative word when preceded by the word
"ikke" (not) because "ikke" negates the meaning
of "godt". If a negation word is found when
analysing a sentence, every following word will
be combined with "ikke" into a new feature. A
phrase like "ikke godt" will create a new feature
named "ikke_godt".

Listing 1: Pseudocode for handling negation
1 input: Document document
2
3 negating := FALSE
4 for each word in document
5 if negating = TRUE
6 Transform word to "ikke_" + word
7 if word is "ikke"
8 negating := not negating
9 if the end of a sentence is reached

10 negating := FALSE

Listing 1 shows the algorithm we use for han-
dling negation, which has been modified from
the algorithm of Narayanan et al. [5]. Using
these negated words as features can mean that
we do not get enough occurrences of each word.
For example if the sentence "ikke godt" is trans-
formed into the feature "ikke_godt", the words
on their own do not appear in the sentence any-
more. We therefore count the negated features as
shown in Listing 2 to avoid them being discrimi-
nated due to their lower occurrence. This can be
done because "ikke" negates the sentiment of the
remaining sentence, meaning that if a negated
word is met in a positive document, we assume
that is equivalent to finding its non negated form
in a negative document and vice versa.

Listing 2: Pseudocode for counting negated words
1 input: string word, Sentiment sentiment
2
3 in sentiment increment occurrence of word
4 if sentiment = "Positive"
or sentiment = "Negative"

5 if word starts with "ikke_"
6 for opposite sentiment increment occurrence

of (word - "ikke_")
7 else
8 if vocabulary contains "ikke_" + word
9 for opposite sentiment increment

occurrence of ("ikke_" + word)

We examined whether this way of handling nega-

tion lead to an increase in the classification perfor-
mance. The results are documented in Section 5.

3.2 Training the Classifier

The second step in the pipeline is training the
classifier, where the most essential part is finding
the probabilities for the different words. These
probabilities are used for determining which fea-
tures to keep and for classifying new documents.
The probability of a word is given as follows:

P(wk|hi) =
nk + 1

n + |vocabulary|
(1)

where P(wk|hi) is the probability for word wk
given the hypothesis hi. In our case a hypothesis
is a sentiment, that is either positive, negative, or
neutral. The numerator nk is the amount of times
wk appears in hypothesis hi. The denominator n is
the number of words (including duplicates) that
appear in hypothesis hi. The variable |vocabulary|
is the number of unique words in all of the differ-
ent hypotheses. This equation is as provided by
Zacharski [9], note that we use additive smooth-
ing which is why we have "+1" in the numerator.

3.2.1 Finding Initial Probabilities

When looking at initial probabilities we can ei-
ther assume that the probabilities are evenly dis-
tributed over the three sentiments or we can
choose to calculate the initial probabilities based
on the distribution in the training data. If the
probabilities are evenly distributed over the sen-
timents S they are initially described as:

∀i ∈ S, P(i) =
1
N

(2)

where N is the number of sentiment categories (in
our research, N = 3). However if we assume that
the initial probabilities are not evenly distributed
over S, we find the probabilities as follows:

∀i ∈ S, P(i) =
RCi

RC
(3)

where RCi is the review count of sentiment i and
RC is the total amount of reviews.

3.2.2 Section Weight

Some parts of a review might carry more sen-
timent or be more important than other parts.
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An example is the title and the content of a re-
view. The title might reveal something about
the content of a review. The content of a review
can also be considered as separate sentences or
paragraphs instead of considering the content of
the review as one bag of words.

During the training phase it may be advan-
tageous to let specific sections weigh more than
others in terms of their influence on the overall
sentiment of the review. In our hand annotation
of reviews we find that a lot of the time a senti-
ment is already clearly expressed in the title of
a review, therefore we experimented with title
weighting to see if this would improve perfor-
mance. Results are documented in Section 5

3.2.3 Feature Discrimination

We increase the performance of the classifier by
only considering features that are believed to be
meaningful. We introduce the three methods
for discriminating unwanted features: entropy,
salience, and word density. Pak and Paroubek
[7] describe two methods of calculating mea-
surements to discriminate features, entropy and
salience. Here a low entropy or a high salience is
desirable. Entropy can be described as such:

Entropy(g) = −
N∑

i=1

P(si|g) log P(si|g) (4)

Where N is the number of sentiments, si is a senti-
ment in the set of sentiments, and g is an N-gram.
A high entropy indicates a close to uniform dis-
tribution of the N-gram across the sentiments.
Therefore N-grams with a high entropy has low
or no value when evaluating sentiment. The sec-
ond method is salience which can be described
as such:

Salience(g) =

1
N

N−1∑
i=1

N∑
j=i+1

1−
min(P(g|si), P(g|s j))

max(P(g|si), P(g|s j))
(5)

Unlike entropy where a low value is desired, a
low salience indicates a close to uniform distri-
bution of the N-gram in question. Therefore a
high salience is desired.

We want to discriminate N-grams that do not
fit within fE(g) < θE where fE(g) is entropy and

θE is a threshold value, as well as N-grams that do
not fit within fS(g) > θS where fS(g) is salience
and θS is a threshold value. These N-grams do
not contribute much if anything to the prediction
of a review.

The third method of discrimination is word
density. It excludes N-grams that do not appear
enough times in the training data. This should
decrease the feature space and remove any words
that do not have a chance of gaining a sensible
probability estimation.

3.3 Classification

The final part of the pipeline is concerned with
determining which sentiment a future review
belongs to. In this sense it is different from the
previous parts of the pipeline as it is not con-
cerned with training the classifier. We can still
configure the final part so that it affects the perfor-
mance of the classifier by choosing different ways
to predict the sentiment of unknown reviews.

Prediction
We predict the sentiment of a document using
the following equation,

smax = arg maxsi∈S L(si|D) =
∑
g∈G

logP(g|si) (6)

Where smax is the sentiment with the highest like-
lihood given the document D, S is the set of
sentiments and G is the set of N-grams in the
document D.

There are some modifications that can be
made to Equation (6). For example, an additional
section weighting can be performed. As men-
tioned in Section 3.2.2, it is possible to weight
certain sections of a review more than others.
A possible scenario is to weight the title higher
than the rest of the document assuming that the
overall sentiment is already presented there. This
would be done by multiplying the likelihood of
the words in the title by some constant c.

Another possibility is to split reviews into
sentences using different split words. One way
to predict using sentences is to count the amount
of positive, negative, and neutral sentences (pre-
dicted using Equation (6)). The sentiment class
with the highest count is then used as the overall
sentiment of the review.
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4 Experiments

In this section we describe the data set, method-
ology, and the delimitation made on the set of
parameters.

4.1 Data Set

The data set used in the experiments consists of
danish consumer reviews of companies from the
review site Trustpilot [12]. These reviews have
been mined from Trustpilot and are only used for
research purposes. A review contains informa-
tion about the date the review was submitted, the
URL of the site that is being reviewed, the title of
the review, the body of the review, the reviewer’s
username, the URL to the profile of the reviewer,
and the given star rating of the company ranging
from one to five. In total 2.611.777 reviews were
mined. Since we do not have the resources to
run experiments on the entire data set, we choose
to limit the size to a more manageable amount.
We reduce the data set to any review that is a
direct review of Retailer1 or mentions the name
of Retailer1. This lowers the data set to 11087
reviews. Moving forward this will be used as
our data set.

Figure 2: A representation of the distribution of star-
ratings in our data

A characteristic of the data set is the fact that
the distribution of sentiments is imbalanced. This
is often a characteristic of real life sentiment data
where the positive sentiment heavily outweighs

the negative or neutral sentiment [8]. The distri-
bution of sentiments in the data set can be seen
in Figure 2. This imbalance is largely due to: (1)
people tend to publish their opinions on popular
products or companies, which are more likely to
be positive; (2) there may exist many fake positive
reviews from the product companies. Although
there may exist some fake negative reviews from
opponents, the number is much smaller [8].

4.2 Methodology

We evaluate the performance of our classifier
using accuracy and the G-mean. We look at recall
as part of the G-mean measure and make infer-
ences from this that will help us understand the
performance of the algorithm.
We define accuracy as:

accuracy =
|correct classi f ications|
|all classi f ications|

(7)

Accuracy describes the overall performance, but
the imbalance of the data set means that it might
not tell us about the interesting parts, like how
good a classifier is at predicting minority senti-
ments.
This is why we introduce G-mean as:

G-mean =
N∏

i=1

xi =
N√x1x2...xN (8)

Where N is the size of the set of sentiments and
xi is the recall for sentimenti. Recall is defined as:

∀i ∈ S, recalli =
TPi

(TPi + FNi)
(9)

Where S is the set of sentiments. TPi is the true
positives for sentiment i and FNi is the false neg-
atives.

The advantage of G-mean is that it maximizes
accuracy across all sentiments in order to balance
every sentiment at the same time [13]. And a
given percentage change in any of the sentiments
has the same effect on the overall G-mean. So a
20% change in positive recall has the same effect
as a 20% change in negative recall. Blank and
zero values are ignored in the calculation of recall
to avoid dividing by zero.

4.3 Parameter Delimitation

As previously mentioned each experiment has
several parameters that can be configured. We
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choose to lock or delimit some of these param-
eters as it is simply beyond the scope of this
paper to evaluate every possible combination.
Parameters that are not presented in this section
are experimented with in full. This delimitation
reduces the number of possible configurations of
the pipeline seen in Figure 1. We have gone from
463320 configurations down to 240.

4.3.1 Salience and Entropy Thresholds

To discriminate against the features that increase
the feature space the most, we consider the distri-
bution of entropy and salience seen in Figures 3
and 4. Here we find the thresholds 0.7 for en-
tropy and 0.5 for salience which greatly limits
the feature space while keeping a majority of the
features intact.

Figure 3: A representation of entropy distribution

Figure 4: A representation of salience distribution

We consider these thresholds (0.7, 0.5) and the
thresholds that do not discriminate anything (2,
0). This means that we no longer experiment with
continuous values but have a set of thresholds
that yields binary parameters.

4.3.2 Finding Initial Probabilities

We mentioned that we can either assume that
the data set is evenly distributed in the set of
sentiments or we can choose to calculate initial
probabilities. We have assumed that all future
setups working on the same data set or similar
data sets from the same source will follow the
same imbalanced distribution as the one we are
seeing in our data set. Therefore we will only
consider experiments where we assume we need
to calculate the initial probability for each senti-
ment. We calculate this during training using the
distribution of sentiments.

4.3.3 Removing Stop Words

As mentioned in Section 3.1.1 we use a list of 51
stop words which can be seen in Appendix A. We
compare the classifier when using this list and
the classifier without removing any words.

4.3.4 Split Words File

For split words we have three different configu-
rations that we test for.

1. "men" (but)

2. "men", "og", and "eller" (but, and, or)

3. No split words

We use a min/max approach; This means that
using "men" (the most common split word used
to bind two sentences with different sentiment)
is the minimum and using all three of our splits
words ("men", "og", and "eller") is the maximum.
The words "og" and "eller" are the Danish words
for conjunction and disjunction. Additionally we
use a configuration that has no split words at all.

4.3.5 Word Occurrence Lower Bound

In our data set there are a lot of words that only
occur once or twice. These words will gener-
ally be given a 100% probability of being of the
sentiment that they are seen in, however they
might not actually always be of this class. This
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is hard to determine when words have only oc-
curred a very limited amount of times. If we had
seen a word in a positive document ten times as
opposed to one time we would be much more
confident that this word has a positive polarity.
This has led us to introduce a lower bound where
we can discriminate words with very little occur-
rences in the data set. We have experimented
with values between one and three, however this
value should always be directly proportional to
the size of the data set.

4.3.6 N-gram Size

As a consequence of the work by Pak and
Paroubek [7] we use bigrams. Their results show
that the best performance is achieved when us-
ing bigrams. This can be explained as bigrams
provide a good balance between the coverage of
unigrams and the ability to capture the sentiment
expression patterns of trigrams [7].

5 Results

We have performed a range of experiments which
are described in this section. We find the accuracy
and G-means of each of the 240 classifiers using
ten fold cross-validation.

Figure 5: An illustration of the distribution of G-
means

As mentioned in Section 4.2, we consider
the distribution of G-mean across the classifiers.
As seen in Figure 5 there are four clusters of
G-means, we explain these as an effect of using

different parameters. The lowest cluster contains
all the classifiers with a G-mean of zero. This
happens when the classifier uses sentence based
classification and discriminates using entropy,
which causes it to never predict that a review has
a neutral sentiment. The second cluster from the
bottom contains the classifiers that either uses
sentence based classification or discriminates us-
ing entropy. Note that entropy has only been
tested with a set threshold and that some other
threshold might make entropy discrimination
useful. The third cluster from the bottom uses
neither of these parameters, but differs from the
top cluster by using a word occurrence lower
bound of one where the top cluster uses two or
three. This means that the top cluster contains
classifiers with a range of different configura-
tions but never uses sentence based classification,
entropy discrimination or a lower bound word
occurrence of one. The configuration of the clas-
sifier with the best G-mean (0.64033) is,

Salience Discrimination: No — Entropy Discrimina-
tion: No — Classification Method: Weighted Title —
Remove Stop Words: No — Handle Negation: Yes —
Split Words Used: None — Word Occurrence Lower
Bound: 3
This configuration yields an accuracy of 0.89754.

Figure 6: Accuracy and G-mean plotted for G-means
larger than 0

The classifier yielding the best G-mean is not the
classifier yielding the best accuracy. In Figure 6
it is evident that G-mean and accuracy both in-
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crease until a certain point where an increase
in G-mean means a decrease in accuracy. The
classifier that yields the best accuracy (0.92027)
has the following configuration,

Salience Discrimination: No — Entropy Discrimina-
tion: No — Classification Method: Weighted Title —
Remove Stop Words: Yes — Handle Negation: No —
Split Words Used: None — Word Occurrence Lower
Bound: 1

This configuration yields a G-mean of 0.30893.

Three parameters differ between the classifier
that yields the best accuracy and the classifier
that yields the best G-mean: (1) Removal of stop
words; (2) Negation handling; (3) Word occur-
rence lower bound. These can be seen in Table 1.

HN SWF WLB Accuracy G-mean
F 51 1 0.92027 0.30893
T 51 1 0.91531 0.30618
F 51 2 0.91134 0.51802
T 51 2 0.91242 0.54847
F 51 3 0.90052 0.61181
T 51 3 0.90070 0.62008
F Ø 1 0.91801 0.28081
T Ø 1 0.91594 0.29913
F Ø 2 0.90818 0.50070
T Ø 2 0.91170 0.55284
F Ø 3 0.89961 0.62234
T Ø 3 0.89754 0.64033

Table 1: Best accuracy and G-mean

• HN = handle negation

• SWF = stop words file

• WLB = word lower bound

Removal of stop words only has a minor impact
on accuracy and G-mean. The word occurrence
lower bound however, has a large impact on accu-
racy and G-mean. Removing words that do not
occur at least three times limits the feature space
quite drastically from 15878 to 4988 words. This
means that there are fewer words in the majority
sentiment making it easier for a minority senti-
ment to be predicted. The configuration with a
lower bound of one keeps the feature space and
therefore does not help us in predicting minority
sentiments. Not handling negation also means
that there is no additional information to differen-
tiate negative sentiment from positive sentiment
making it less likely to be predicted. This means

that we are more likely to predict the majority
sentiment, but we still have a decent recall in the
minority sentiments, which lets us achieve a high
accuracy. However accuracy will diminish if we
want to consider the higher G-mean classifiers
where recall is more evenly distributed across all
the sentiments.

In some cases a high accuracy is not the only
focus. Negative reviews can be of great impor-
tance; During our correspondence with NORRIQ
they expressed a need for discovering poten-
tial situations of consumer outrage before they
emerge. Therefore the rate at which negative
reviews are guessed correctly, called negative
recall, is interesting. In Figure 7 we observe that
negative recall and accuracy follow each other
nicely for a negative recall below 0.6. It is not sur-
prising that classifiers that are better at predicting
negative sentiment are also better at predicting
the overall sentiment. The surprising result is
that it does not hold for the highest values of
negative recall.

Figure 7: The correlation between accuracy and the re-
call of negative sentiment. Line numbers are rounded

At the highest levels we see that certain configura-
tions have lower accuracy in exchange for being
better at predicting negative sentiment. We ex-
plain this as a classifier that is good at predicting
negative sentiment does not predict positive sen-
timents as often, and since the majority of our
data is positive that hurts the overall accuracy.

Regarding the best accuracy and the best
negative recall, Figure 7 shows that there is a

9



difference of 0.01209 in accuracy and 0.06657 in
negative recall between the two points. In other
words by going down 1.21% in accuracy we were
able to increase negative recall by 6.66%. How-
ever there are also many classifiers with values
in between the two extremes, these are contained
within the rectangle in Figure 7. These classifiers
have a higher accuracy than the classifier with
the best negative recall. They also have a higher
negative recall than the classifier with the best
accuracy. Therefore these classifiers can be seen
as performing as well, despite not having the
best value in either measure. One has to note
that predicting negative at all times would yield
a 100% negative recall, however we are inter-
ested in maximizing negative recall while also
maximizing accuracy and G-mean.

6 Discussion

In this section we discuss the results and the data
set. We will present various considerations and
evaluations of the data and the approach used to
analyze it.

Trustpilot as a Corpus for Sentiment Analysis
The data set used in this paper has a text corpus
and a corresponding rating, ranking from 1 to 5
stars. First we make use of Zipf’s law to ensure
that the data matches the expected word ranking
according to frequency of natural languages [14].

Figure 8: A representation of the word rankings of the
corpus

As can be seen in Figure 8 the word distribution
follows Zipf’s law and therefore the data should

hold some of the same characteristics as any other
text in a natural language.

The reviews are conveniently rated with star
ratings. We show that star ratings are represen-
tative of sentiments and are therefore useful for
training the classifier. We hand annotated 500
reviews of Retailer1 (100 of each star rating) and
140 reviews of Retailer2 (28 of each star rating,
due to limited data size) to see the correlation
between our tags and the star ratings.

Figure 9: Relationship between categories and ratings,
on 500 Retailer1 reviews

In Figure 9 we see that the star ratings match
our hand annotations. 1- and 2-star reviews
are, almost exclusively, annotated as negative
(middle). Similarly the 4- and 5-star reviews are
annotated as positive (bottom) in almost all cases.
However when looking at the 3-star reviews our
hand annotation show that we mostly consider
them as negative (middle), opposed to neutral
(top). This could be taken into consideration
when constructing the sentiments, whether we
should use three or two sentiments. In the case of
two sentiments, we consider 3-star rated reviews
as negative according to our annotation. We use
this small sample of hand annotated reviews to
conclude that the star ratings can be used in the
place of tags. Therefore the sentiments; positive,
negative, and neutral, correspond to 4-5, 1-2 and
3 stars respectively.

Change in Distribution
It is important to notice that our classifier is train-
ing on a set of data which to some extent only
represents the present sentiment towards and
ratings of a company. In this case the majority
of Retailer1 reviews are positive. The optimal
configuration of the algorithm is therefore not
necessarily well suited for training on future con-
sumer reviews with a different sentiment distri-
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bution. The algorithm might have to be tweaked
to accommodate a new distribution. Another
possibility is for the classifier to be retrained on
important events. An example is a large dis-
appointment to the consumers caused by some
sudden change in a company’s service policies,
which may have an impact on the sentiments of
consumer reviews. If this event occurs, it might
be necessary to modify the classifier in order to
avoid a decrease in accuracy.

7 Conclusion

In this paper we present the configurations of our
Naive Bayes algorithm that produce the highest
accuracy and G-mean. The configurations consist
of various known methods for analysing senti-
ments in Danish data. We analyze the threshold
values for each parameter to find the optimal
combination. These parameters are: removing
stop words, construction of N-grams, construc-
tion of sentences, handling of negation words,
finding initial probabilities, weighting select sen-
tences higher than others. We also select features
using the concepts of salience and entropy, as
well as word density.

We found the two best performing configura-
tions. One gives the highest accuracy of 92.03%
with a G-mean of 0.3089. The other provides the
best G-mean of 0.6403 but with only an accuracy
of 89.75%. These results show that sentence based
prediction and entropy discrimination does not
perform very well. The parameters which differ
between the classifiers with high accuracy and
high G-mean are word occurrence lower bound,
stop words file, and handle negation. Of these
parameter word occurrence lower bound has the
greatest impact where a higher bound gives a
greater G-mean but a lower accuracy.

Future Work
Having a larger amount of sentiments makes for
finer grained sentiment analysis. An interesting
approach could be to make use of classes that rep-
resent feelings. For example classes like happy,
angry, frustrated, and confused, may give an in-
creased understanding of the overall sentiment.

In future settings it could be beneficial to add
another way of analyzing documents. If one was
to consider entities in a document, a possible
method would be to cross reference entities in
the sentences with the data we have received

from NORRIQ (containing company and prod-
uct information), to see if any of these sentences
contain more specific information about the ear-
lier mentioned companies or their products. If so,
we may check the polarity of that sentence and
use that to further examine the specific sentiment
for example of a product.

Analyzing sentences like that would require
optimizing the sentence based approach, since it
performed the worst in our tests. Possible things
to try would be weighing certain sections and
the title, since this seemed to work very well on
the standard prediction. One could also make
use of the fact that positive and negative are op-
posite sentiments, meaning that the difference
between the number of positive and the number
of negative sentences might tell us more about the
sentiment of the whole document, than simply
looking at which count is the highest.

Calculating initial probabilities can be anal-
ysed further. Maybe having a starting probability
that weights negative higher may have an impact
on accuracy.

This paper only examines consumer reviews
from Trustpilot. It would however be interesting
to make use of sentiment data from other social
media such as Facebook and Twitter. Data from
Facebook and Twitter does not have star ratings,
therefore another label for supervised learning
will have to be found.

Further work can be done by experimenting
with other term frequency methods. As men-
tioned in Section 3.2.3 there exist various other
methods such as inverse document frequency.
These methods can however be more advanced
than the one we used in this paper, so any possi-
ble advantages of these could be tested in future
research.
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Appendices

A 51 StopWords

af april at aug august den der det er
feb februar h ham han hende hendes her hvad
hvem i j jan januar juli jun juni k
l m maj mar marts mig n nov november
q r s sep september t u v x
y z å år æ

Table 2: 51 Stop Words

B N-Grams

Listing 3: Pseudocode for constructing N-grams
1 input: Sentence sentence , integer nGramSize
2
3 i = 0
4
5 while (i < text.Length - (nGramSize - 1))
6 j = 0
7 currentNGram = ""
8
9 while j < nGramSize

10 n = i + j
11
12 add the n’th word of sentence to the end of currentNGram
13
14 increment j by one
15
16 output[i] = currentNGram
17 increment i by one
18 return output
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